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Introduction and Executive Summary

This document is an installation guide for VMware VCF installations on the HPE Synergy hardware platform.

The intended users for this content are HPE, VMware, and their channel partners who are interested in setting up a lab or doing services
implementations. This document is not intended to be a training guide for OneView, Synergy, or VCF. Prior knowledge of these applications and
hardware is expected to understand the content herein.

VMware Cloud Foundation is an integrated hybrid cloud platform that delivers a complete set of software defined services for compute, storage,
networking, security, and cloud management for the private and public cloud. Cloud Foundation drastically simplifies data center operations by
deploying a standardized and validated architecture with built in lifecycle automation of the cloud stack. Cloud Foundation can also be flexibly
consumed as-a-service in the public cloud (VMware Cloud on AWS, IBM, Rackspace, etc), enabling a true hybrid cloud that is based on a
consistent infrastructure and operational model using common tools and processes.

HPE Synergy is a single infrastructure of pools of compute, storage, and fabric resources, along with a single management interface that allows IT
to rapidly assemble, disassemble and re-assemble resources in any configuration. HPE Synergy architecture eliminates hardware and operational
complexity so IT can deliver infrastructure to applications faster and with greater precision and flexibility. HPE OneView is your infrastructure
automation engine built with software intelligence. It streamlines provisioning and lifecycle management across compute, storage and fabric
resources in the Synergy System.
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Physical and Logical Layout

Example with 3 Frames, Management Domain, and separate Workload Domain

Workload Domain

Management Domain

Solutions Components

This example can be scaled from one Synergy Frame to multiple Synergy Frames spread across multiple racks.

VMware Cloud
Foundation

NSX

Aypede) ajgejieay
puUBOX3

Software components: (Starting reference during publication, Refer to HCL for current list)

Software Version
HPE OneVlew for Synergy 4.00.07.02
HPE Synergy Firmware Bundle (SPP) 2018.03.00
HPE P416mi-e Firmware 134

HPE P416mi-e Driver

smartpqi-1.0.1.254-10EM.650.0.0.4598673x86_64
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VMware Cloud Foundation 232

VMware ESXi Server February 2018 HPE Custom ISO

Hardware components initial configuration:

Hardware Detail

HPE Synergy Frame with Fabric 1-3 Frames with 2 VC SE 40Gb F8 Modules and 20 GB satellite
HPE Synergy Storage Module D3940 (multiple depending on sizing guide)

HPE Synergy Compute Model 4x Management nodes

3 or more Production nodes

HPE SY480/SY660 Genl0
HPE Synergy Compute 2x CPU - Intel Xeon, 256GB Memory each min
HPE Synergy Storage HPE Smart Array P416i-e

HPE Synergy Network Options Synergy 3820C 10/20Gb CNA
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Resources for Sizing and Use of VCF on Synergy

» Compute, memory and storage must be VSAN certified and part of the Synergy vSAN ReadyNodes. Please work with your Hewlett Packard
Enterprise sales representative fo build the order by following the prescribed configurations on the Ready Nodes document in the VMware
hardware compatibility list. You can access the Simple Configurator at: vSANreadynode.vmware.com/RN/RN and follow the steps outlined. For
OEM: choose “Hewlett Packard Enterprise,” select the model, then follow “Next steps.”

» See resources below:HPE Best Practices Guide for vSAN on Synergy

* VMware hardware compatibility list (HCL)

* VMware® vSAN™ Design and Sizing Guide 6.5

e VM Sizing Tool from VMWare

Key Considerations and Prequisites

Please observe the following considerations to make sure a customer is within the correct parameters.
1. VMware vSAN HCL must be used as a reference for required driver and firmware levels
a.  Check the driver/firmware combinations against what is currently being used in the latest Synergy SPP

b. If firmware required for HCL is not available in latest SPP then download driver from HPE support and upload fo the
Composer via method described in Managing Composable Infrastructure guide

2. Cache and Data drive sizes dictated by VM sizing done prior to purchasing (no set “only use these disks” in VCF)
3. Physical layout of frames and racks depending on HA and VM sizing (local to D3940) with specific drives
4. All nodes must have equivalent configurations of memory and vSAN sizing in the same cluster

Pre-Requisites
This section describes required configurations, and access credentials that must be known, prior to initiating the VCF build.

To facilitate the deployment of VMware Cloud Foundation software to Synergy Compute modules, a VMware Imaging Appliance (VIA) VM is
required.

One or more HPE Synergy frames — populated with compute, memory, storage, and fabric per VMware certified specifications — must be installed
and networked.


https://www.hpe.com/h20195/v2/Getdocument.aspx?docname=a00036264enw
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=vsan&details=1&vsan_type=vsanreadynode&vsan_partner=515&vsan_releases=279&vsan_rntypes=All%20Flash&vsan_generation=3&vsan_rn_servertype=1&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://storagehub.vmware.com/export_to_pdf/vmware-r-virtual-san-tm-design-and-sizing-guide
https://vsansizer.vmware.com/html/dcScaleDeploymentsOptions.html
https://h20195.www2.hpe.com/V2/getpdf.aspx/4AA6-3754ENW.pdf
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EoR Switches

Mgmt Mwk Connections t

Spine Switches

== I

The Synergy Composer must be configured per Synergy specifications. In addition, the following OneView attributes should be preconfigured
prior to proceeding with the VCF build configuration:

Settings => Networking, Time and Locale, Licenses, and SNMP
Settings => Address and Identifiers, including the management network address range
0 Note: The management network may be identified by any name. E.g.:iLO_Range in the screenshot on the next page.
Settings => Repository (with space available)
Enclosures
Server Hardware
Server Hardware Types

Drive Enclosures

Configuration of all other required OneView parameters are covered in this document.

HPE OneView Configuration through HPE Synergy Composer

Configuring Networks (VLANSs)

The VLANSs configured on OneView are consumed by the Server Profiles and Interconnect.
Hence they must configured in a Network Set and Logical Interconnect Group. VMware

VCF requires all VLANs used by VCF not have a VLAN ID lower than 24 or greater than 3299.

In addition fo any VLANSs that may already exist, create the following VLANs as Tagged under OneView => Networking => Networks. For a
listing of the components included in the solution, see Table x in Appendix A — Solution hardware configuration (this section is required).

At a minimum, the following VLANS are required to bring up VMWare Cloud Foundation on Synergy.
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1. A VCF “build network” used for initial imaging and deployment
2. Vmotion Neftwork
3. VCF-Internal Management Network
4. Datacenter Network (External Management and guests)
5. VXLAN transport VLAN
6. 1 vSAN Network per workload domain
Examples of the networks are shown in the following images. NOTE: These are examples and can vary depending on the customer installation.

The names do not need to be identical, but being specific will help the customer know which networks apply to what function.

<

< OneView v~ | Q Search
7
T Networks & All statuses ~  All types ~  All resources ~  All labels ~
+ Create network @ Net-234  Overview v =2
Mame A VLAN Type
General
L] fc-sani FC
L] fc-san2 FC Type Ethernet
e Net-230 300  Ethernet VEAN 304
Associated with subnet ID  none
L] Net-231 301 Ethernet
Purpose General
[ ] Met-232 302  Ethernet
° Met-233 303  Ethernet Preferred bandwidth 2.5 Gbfs
o Net-234 204  ECihernet Maximum bandwidth 20 Gb/fs
[ ] wsan-2000 2000  Ethernet Smart link Yes
Private network Mo
Uplink set UplinkSet
Used by none
Member of 1 network set
Review @ wMaotion Network VILAN Network
VLAN ID VLAN ID 50
Hewvies juration details. Please note, once
Sifbnet Subnet 1723100

Subnet Mask Subnet Mask 2553552520

General
Gateway 220
Physical Rack Name skrack Gateway 1723101
Exciuded IP Address Ranges
Eomiany Hame NTRwWaEe Exciuded IP Address Ranges
Compai A VSAN Network
Company Departmant isbu Data Center Netwerk
e VLAN 1D 10
Root ONS Domaln e =
Subnet 1722404
VMware Cloud Foundation Sub-Domaln wrack wsphere local Subnet 224.0.0 ) -
Subnet 1724
Subnet Mask Em mms mms o
$50 Domain sphere el s
H ’ Subnet Mask 255 755 252.0
Gatewa 17224
Management Netwark Way i -
Gateway 172410

Exciuded IP Address Ranges

VLAN 1D
Exciuded IP Address Ranges
Subnet WHLAN Metwark
Data Center Uplink
Subnet Mask 155 355 255 0 VLAN ID
Uplink Type L2
Gateway 172101 Subnet 1723100
Upiink LAG O Dled

Primary DNS 192.168.1.104 Subnet Mask 755 255 3
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Configuring HPE OneView Network Sets (VLAN sets)

Page 9

Network sets are consumed only by server profiles. Network sets allow multiple VLANSs to be carried on the same physical server interface.
Create a neftwork set for use from OneView => Networking => Network Sets and include all networks to be used by VCF.

Note: Set whichever network will be used as the “build network” for initial imaging and deployment as Untagged.

Networks
Name A VLAN  Untagged
ID
DataCenter 100 X
Imaging 99 X
Management 101 X
vMotion 102 X
vSAN 103 X
VXLAN 104 X
There are no available networks fo add.
Remove networks Remove all
@ OneView v | Q Search
Network Sets 1 All resources ~ Al labels ~
Net230-234  Overview ~ =
MName A
General
Net230-234
Preferred bandwidth 2.5 Gb/fs
Maximum bandwidth 20 Gb/s
Untagged network MNet-231
Used by 9 server profiles
2 server profile templates
Networks
Net-230 300 Net-231 301 Net-232 302 Net-233 303 Net-234 304 vsan-2000 2000
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Configuring HPE OneView Logical Interconnect Groups

The following 2 Logical Interconnect groups must be configured from OneView => Networking => Logical Interconnect Groups. These will be
consumed by the Logical Enclosure to configure the physical enclosures.

1. Logical Interconnect Group for 40G Ethernet Connectivity
2. Logical Interconnect Group for 12G SAS Connectivity

Adding Logical Interconnect Group for Virtual Connect SE 40Gb Ethernet Connectivity
Select [Create logical interconnect group]

1. Any name will suffice for the logical interconnect.

2. The Enclosure count is the number of Synergy Frames in the logical interconnect group (e.g.: networked through the
physical Master Interconnect Module Pair).
3. Interconnect bay set: select 3
0 Interconnect bay sets are typically as follows:
= Bay Set 1: Storage primary bays 1 & 4 and the only bays that support the SAS Connection Module
= Bay Set 2: Storage and networking secondary bays 2 & 5
= Bay Set 3: Networking primary bays 3 & 6

4. Redundancy: For a single frame, this is typically Redundant. For multiple frames, this is typically Highly Available.
0 Redundancy selection options are as follows:

= Highly Available: When the Master Interconnect Modules are on opposite sides of two enclosures.

Redundant: When a Master Interconnect Module pair are on opposite sides of a single enclosure (e.g.
bays 3 & 6)

Non-redundant (A side only): When a single Master Interconnect Module is used on A side (e.g: bay 3)
5. Non-redundant (B side only): When a single Master Interconnect Module is used on B side (e.g: bay 6)

Create Logical Interconnect Group  General ~ ?

General

Name ETH-LIG

Logical Interconnect Group

Using the selectors below, describe the logical inferconnect group to be created and then click "Select
interconnects” to see the bay and interconnect choices.

Interconnect type Virtual Connect SE 40Gb F8 Module for Synergy  ~ The interconnect type will determine
configuration of intferconnect choices and bay
locations.

Enclosure count 1 -
Interconnect bay set 3 v
Redundancy Redundant -~

Select interconnects

@ Changed: Inferconnect type to "Virtual Connect SE £0Gb F8 Module for Sy... Create | | Create + | | Cancel
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Select [Select inferconnects]

Page 11

General

Name

Interconnect type
Enclosure count
Interconnect bay set
Redundancy

Scope

Internal &

no networks

Create Logical Interconnect Group  General ~

ETH-LIG

Logical Interconnect Group

Wirtual Connect SE £0Gb F& Module for Synergy
1

3

Redundant

nane

Add uplink
set
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Select [Add uplink set]

Create Uplink Set

General

Mame UplinkSet
Type Ethernet
Connection mode  Automatic

LACP timer Short (1s)

Select [Add networks]

Page 12

Note: Do not mark any VLAN as native during Uplink Set creation unless that VLAN is indeed set as the PVID or Native VLAN on the upstream

switch. .
Networks
Mame T'_\'"CT'.' LAN ID Mative
MNet-230 Ethernet 300 »
MNet-231 Ethernet L] »
MNet-232 Ethernet 302 »®
MNet-233 Ethernet 303 »®
MNet-234 Ethernet 304 »®
vsan-2000 Ethernet 2000 »®
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Select [Add uplink ports]
All the VLANs must be configured on the Logical Intferconnect Uplink set as shown below. The Uplink set establishes the north-south
connectivity from Synergy to the Customer Core switch.
Note: You must select the ports that correspond to your physical wiring.
Uplink Ports
nferconnect Module Enclosure Bay Port  Capability Speed Auto-negotiation
Virtual Connect SE 40Gb F& Module for 1 3 Q5  Ethernef + FCoE Auto Enabled X
Synergy
Virtual Connect SE 40Gb F& Module for 2 b Q5  Ethernef + FCoE Auto Enabled X
Synergy
Notes:

1. Ina 2 or more frame configuration, the second interconnect module will likely be in enclosure 2.
2. When connecting to external SANs, additional uplink sets will be required and the Logical Interconnect Map will look like:
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Leogical Interconnect Group

Highly available

k port 2 updlink peort T uplink port Add uplink set

Enclosure 1

Virtual Connect SE 40Gb F8 Module for Synergy

Q5 (o].] Q7 Q8

Select [Create]

Validate the Logical Interconnect Group settings and Select [Create]

Add a Logical Interconnect Group for 12Gb SAS Connectivity

Page 14

This logical interconnect group enables Server Profiles to consume storage from D3940 Storage Modules. The SAS Logical Interconnect Group

applies o all enclosures in the OneView management network.
Select [Create logical interconnect group]

Give any name for the LIG

Create Logical Interconnect Group  General -~

General

MName SAS-LIG

Logical Interconnect Group

Using the selectors below, describe the logical inferconnect group to be created and then click "Select
interconnects” o see the bay and inferconnect choices.

Inferconnect type Synergy 12Gb SAS Connection Module -~ The inferconnect fype will determine
configuration of inferconnect choices and bay

locations.
Enclosure count 1

Interconnect bay set 1

Select interconnects

Select [Select interconnects]

Select [Synergy 12Gb SAS Connection Module] for Bays 1 and 4
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Create Logical Interconnect Group  General

General

Mame SAS-LIG

Logical Interconnect Group

Interconnect type Synergy 12Gb SAS Connection Module
Enclosure count 1
Interconnect bay set 1

Scope  none

Synergy 12Gb SAS Connection Module -~

1T 2 3 4& 5 6

=~

Synergy 12Gb SAS Connection Module -~

1 2 53 4 5 6

T

7

8 9 10 M 12

g 9 10 1 12

Select [Create]

Page 15

NOTE: The steps used above all show best practices and examples. The names and exact uplinks for the Uplink Sets can be different in the

customer environment and do not need to match these pictures identically.
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Configuring HPE OneView Enclosure Group
Create an Enclosure Group from OneView => Servers => Enclosure Groups, similar to as shown in the screenshot, populating the interconnect
bays with the LIG definitions created in the previous steps..

In this example the enclosure count is [3] because the environment is the maximum 20Gb interconnect satellite configuration. If starting with
one enclosure as an installation then the count would be [1].

Depending on customer’s specifications from earlier in the document the use of address pool or DHCP or managed externally will be selected.

As the build does not use the HPE Image Streamer there will not be a deployment settings or deployment network for that hardware in the build
examples. If it exists in the customer environment then it would be added here.

Create Enclosure Group General ?
General
MName Main EG
Enclosure count 3
IPv4 management & Use address pool Use DHCP Manage externally

address configuration

IEwvs address pool Range Name Domain Pwvié Addresses
Mgmt 101644200 - 101564 4.2480 >
Add address ranges ” Remove all

OS Deployment Settings

Deployment network MNone
type
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Interconnect Bay Configuration

Enclosure 1

1 Interconnect

Logical interconnect group

6 Inferconnect

Logical interconnect group ETH-LIG

Enclosure 2

=

Synergy 12Gb SAS Connection Module

SAS-LIG » C
2 Logical interconnect group None ) C
3 Interconnect Virtual Connect SE £0Gb F8 Module for Synergy
Logical interconnect group ETH-LIG »®
& Interconnect Synergy 12Gb SAS Connection Module
Logical interconnect group SAS-LIG "
5 Logical interconnect group None -

Synergy 20Gb Inferconnect Link Module

Page 17

Select the bay number [1] for the SAS-LIG and it will automatically populate bay number [4] as well. This must be done for every frame that has

SAS connectivity to the D3940 modules inside those frames.

Select the bay number [3] for the ETH-LIG and it will automatically populate the bay number [6] as well as other [3][6] bays in different frames

if more than one enclosure count selected.
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Configuring HPE OneView Logical Enclosure
Create one Logical Enclosure from OneView => Servers => Logical Enclosures.

Note: The Logical Enclosure creation process will take some time since it applies the Logical Interconnect and Logical Enclosure configuration
including the HPE Virtual Connect fabric and SAS Fabric. For a minimal configuration, this process could take up to 40 minutes and significantly
longer with more complex configurations. Also, user interaction may be required during the creation process for firmware updates and other
requirements.

Note: Depending on current SPP release it would be afttached to the Logical Enclosure here in “Firmware Baseline”. The upload to the Composer
should be added through the OneView => General => Firmware Bundles then “+ Add Firmware Bundle” prior to this.

Note: The names below are examples. When populating the “Enclosures” check the serial numbers of the enclosures the customer needs and use
the correct Enclosure Group created in the previous step.

During the Logical Enclosure creation process, you can select the button next to create => Details to display creation process activity.

Create Logical Enclosure

Marne R10-LEC

Erelosures  CNTSI5000L *

Enclosure group R10-EG x

Firmware

Firmmeare baszling Manage manually
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Once the creation is finished, the Logical Enclosure parameters should appear similar to (NOT for every environment, just as an example):

@ Main LE

General

Consistency state
Enclosure group

Enclosures

Logical Interconnects

This logical enclosure is not con

Consistent

® Main EG

& CMN7SIS0L884 - Middle
e CNFASIS0L80 —- Bottom
e CN75I1S010] -—- Top

@ Main LE-ETH-LIG

@ Main LE-SAS-1LI1G-2

e Main LE-SAS-LIG-1

General -~ =

0OS Deployment Settings

Logical Interconnect

Main LE-SAS-LIG-2

nof sef

Main LE-ETH-LIG

Main LE-SAS-11G-2

nof sef

Main LE-ETH-LIG

Logical Interconnect
not set
not set

Main LE-ETH-LIG

Main LE-ETH-LIG

Interconnects
Enclosure ® CN75150484 -- Middle
Bay 4 Interconnect
1 ®  CN75150484 - Middle, interconnect 1
2 none
3 ®  CN75150484 — Middle, interconnect 3
4 ®  CN75150484 — Middle, interconnect &
5 none
6 ®  CN75150484 — Middle, interconnect 6
Enclosure ® CN7515048Q -- Bottom
Bay 4 Interconnect
1 none
2 none
3 ®  CN7515048Q -- Bottom, interconnect 3
4 none
5 none
;] ®  CN7515048Q -- Bottom. interconnect &
Enclosure @ CN7515010J -- Top

Installed Module

Synergy 12Gb SAS Connection Module
empty

Synergy 20Gb Interconnect Link Module
Synergy 12Gb SAS Connection Module

empty

Virtual Connect SE £0Gb F8 Module for Synergy

Installed Module

Synergy 20Gb Interconnect Link Module
empty
empty

Synergy 20Gb Interconnect Link Module

Expected Module

Synergy 12Gb SAS Connection Module

none

Synergy 20Gb Interconnect Link Module
Synergy 12Gb SAS Connection Module

none

Expected Module

Synergy 20Gb Interconnect Link Module
none
none

Synergy 20Gb Interconnect Link Module

Virtual Connect SE £40Gb F& Module for Synergy
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Validating HPE OneView Logical Interconnects

Logical Interconnects will be automatically created during the Logical Enclosure creation process. Validate the Logical Interconnect

configurations from OneView => Networking => Logical Interconnects.

Note: If there are any problems with the Logical Interconnects they will be displayed here through the menu and selecting “Activity”.

7 Logical Interconnects 3 All statuses ~  All types ~  All resources ~  All labels ~

© Main LE-ETH-LIG  Logical Interconnect ~ 2

Name .
Logical Interconnect

[ Main LE-ETH-LIG

¢ MenlESASLIG CN75150484 -- Middle
o Main LE-SAS-LIG2
3 [ ] L]
L2

® CN75150484 -- Middle, inferconnect 3

State: Configured

Expected: Synergy 20Gb Interconnect Link Module
Actual: Synergy 20Gb Interconnect Link Module

# CN75150484 -- Middle, interconnect &

State: Configured

Expected: Virtual Connect SE 40Gb F& Module for Synergy
Actual: Virtual Connect SE 40Gb F8 Module for Synergy

CN7515048Q -- Bottom

[ ] L]

L1 L2

® CN/5150480Q -- Bottom., interconnect 3

State: Configured

Expected: Synergy 20Gb Interconnect Link Module
Actual: Synergy 20Gb Inferconnect Link Module

Page 20
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Configuring HPE OneView Server Profile Templates
Typically for VMware VCF, all servers in a domain (management domain or workload domains) must have identical Server Profiles, although they
may be sourced from different service profile templates.

Create a OneView Server Profile Template as follows from OneView => Servers => Server Profile Templates => [Create server profile femplate].
Select the appropriate hardware type and Enclosure Group created in previous steps.
Do not select any OS Deployment options if they are available (here one does not exist in the Logical Enclosure).

Select the appropriate firmware baseline and select “Firmware Only”. Using Smart Update Tools is not currently supported with VCF.

Edit VCF-Node-Gen10  General ~ ?

General

Name

Description VCF Node for 5Y4£80 Gen10

Server Profile

Server profile description

Server hardware type  SY 480 Genl01 Change

Enclosure group  Main EG  Change

Affinity Device bay

OS Deployment
To define OS deployment settings, select an enclosure group configured for (5 deployment.

Firmware

Firmware baseline HPE Synergy Custom SPP 2017 12 20 version 201712.20.00

Force installation
Instaliation Method Firmware and OS Drivers using Smart Update Tools
Firmware only using Smart Update Tools

@ Changed: Firmware baseline fo "HPE Synergy Custom SPP 2017 12 20 version 201712.20.00" “
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Select [Add connection] fo add two network connections, both configured to use the Network Set created earlier in this document. In this

example, the network set is named “Net230-234".

Mark the first connection as PXE Primary and the second as PXE Secondary.

Add Connection

General

Name
Function type

Network
Port

Link aggregation group

Requested
bandwidth (Gb/s)

Requested virfual
functions

Boot

vmnicO

Ethernet -~

Net230-234
Auto

Nane

25

® None
Custom

Auto

PXE primary v

Add Connection

General

Name
Function type

Metwork
Port

Link aggregation group

Requested
bandwidth (Gb/s)

Requested virtual
functions

Boot

wmnicl

Ethernet -

Net230-234 x C
Aufo x C
None x C
5
®' None
Custom
Auto

PXE secondary -~




Technical white paper Page 23

Connections

#| Manage connections

1D Name MNetwork Port Boot
1 wmnicO MNet230-234 (network set) Mezzanine 3:1-a PXE primary & %
Type Ethernet
MAC address Auto
Requested virtual Mone
functions
Requested bandwidth 2.5 Gb/s
Link aggregafion group MNone

2 wmnicl Net230-234 (network set)  Mezzanine 3:2-a PXE secondary & »

Type Ethernet
MAC address Auto
Reguested virtual MNone
functions

Requested bandwidth 2.5 Gb/s
Link aggregation group MNone

Add connection

NOTE: Do not assign a LAG to networks used to provision a network via PXE boot. Without OS level drivers forming the LAG at time of the PXE
request, the server will not connect properly to the PXE server. As VCF uses two connections with all uplink sets included with PXE
primary/secondary, there will not be LAGs used here.
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NOTE: In a SY480 Gen10 server for this build the P416i-e handles both infernal and external drive configurations. For this build a separate
storage controller card does not exist for the two front-facing (internal) drives and therefore the boot drive must be a single SAS drive in HBA
mode (Mixed-Mode RAID/HBA is not supported on VMware on a single confroller). The customer could also use M.2 SATA or SDcard for
installation media if available.

SAS Mezzanine storage controller (P416i-e): Drives in the D3940 storage module should be configured as HBA (external logical JBOD) as
follows:

1. Select the edit icon for “SAS Mezz 1 storage controller” to create the local SAS drives

2. Select Mode HBA, check “Re-initialize controller on next profile application”

3. Select [Create logical JBOD]

4. Create the Cache Tier with defined number of cache drives from the VM sizing

5. Select [Create logical JBOD] to create the capacity tier logical drive.

6. Enter the name for the capacity fier, the number of drives as determined above, and select the appropriate SAS drive type.
7. Select [Create] and [OK].

8. Your logical storage configuration should look similar to this (NOTE: Boot drive in HBA mode will not appear in this list).

Create Logical JBOD ?

Name Cache Tier

Storage Location ~ External

MNumber of physical 1
drives
Select drives by @ Drivetype (O Size and technology

Drive type 800 GB SAS 55D (9 available)

@ Changed: Drive technology to "SAS SSD" | Create + | | Cancel

SAS Mezz 1 storage controller 4

y OneView

Initialization will occur on next assignment to server hardware

Name Type Size

GB
Cache Tier External logical n/a 1 200 SAS 55D n/a Yes »®
JBOD
Capacity Tier External logical n/& A 300 SAS HDD n/a Yes *4
JBOD

Note: VMware VIA does not support UEFI Boot Mode. Configure the Server Profile Boot Settings as shown below:
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Create Server Profile Template

Local Storage

drive

SAN Storage

Manage SAN Storage

Boot Settings

¥ Manage boat mode

Bostmode  Legacy BIOS

¥ Manage boot order
1 co
2 use
3 Hard disk

i PXE

Cragand drop or edit rows to re-order

BIOS Settings

Manage BIOS

Advanced

@ Changed: Baat mode fo *Legacy BIOS®

uiks EXIE I g

Local Storage

ALY auu s UL

Changing the Boot Mode canimpact the ability of
the server to boot the installed operating system. An
operating system isinstalled in the ssme mode ss the
platform during the installation. If the Boot Mode
does not match the operating systemn installation, it

might nat boot

| Create + | | Cancel

Select [Create].

NOTE: Create additional server profile templates as needed for the different server profile definitions. This will include different:

1. Processor generations and versions

2. Mezzanine connectors

3. Local storage drives and allocated drives in the D3940 Storage Module

Page 25
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Configuring HPE OneView Server Profiles

A Server Profile will need to be added for each server used for VCF.

Create a OneView Server Profile as follows from OneView => Servers => Server Profile => [Create server profile].

Enter the General information for the specific server as follows:

Create Server Profile

General

-

Name

Description

Server profile template

Server hardware

Server hardware type

closure group

Affinity

General

On next assignment to server hardware, the local storage controllers marked for re-initialization
will have their logical drives deleted making existing data inaccessible. If is stronagly suggested
that you back up any data on existing logical drives on these confrollers before applying a profile
with this option selected. If you wish to preserve any existing logical drives on these confrollers,

deselect the re-initialize storage checkbox.

VCE-Node-1

VCF-Mode-Genl10

unassigned x Q

Show empty bays

SY 480 Gen10 1

Main EG

Device bay
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The default entries should be fine for all remaining fields. Select the appropriate server to be used in VCF and validate the entries and select
[Create]. During the create process, select the circular button to the left of the Create task bar and select Details to see the creation details.

Repeat these steps for each server to be used by VCF. The end result should depend on how many profiles are initially created. (VCF needs 4

hosts for “management” and a minimum of 3 for a workload domain, resulting in 7 servers required at a minimum).
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VMware Cloud Foundation on HPE Synergy

Cloud Foundation is an integrated hybrid cloud platform that delivers a complete set of software defined services for compute, storage,
networking, security, and cloud management for the private and public cloud. Cloud Foundation drastically simplifies data center operations by
deploying a standardized and validated architecture with built in lifecycle automation of the cloud stack. Cloud Foundation can also be flexibly
consumed as-a-service in the public cloud (VMware Cloud on AWS, IBM, Rackspace, etc), enabling a true hybrid cloud that is based on a
consistent infrastructure and operational model using common tools and processes.

Deploying the VCF Imaging Server and Jump VM on Management ESXi Server
While VCF will deploy its own internal vCenter, in order to stage all the components for install, an “imaging station” needs to be created. To image
servers to be used for VMware Cloud Foundation, VMware provides the “VIA OVF” imaging appliance as well as the Cloud Foundation software

bundle. There are many supported methods to image a collection of hosts, such a laptop running VMware Workstation plugged info the
infrastructure.

In this example, there is a vSphere cluster residing on a set of Apollo servers plugged into the same upstream switch as the Synergy Frame. The
same VLAN that will be used for imaging (and is marked as Native in the Synergy Network Set) is configured as a port group on this cluster.

Management vSphere Standard Switch Configuration

-

Ex-ISCS1-303 ) (v Management-VSA-DVUplinks... @
VLAN ID: 303 | | » By Uplink 1 (1 NIC Adapter)

» VMkernel Ports (1) ] | » By Uplink 2 (1 NIC Adapter)

» Virtual Machines (1) b

(2, Ext2-iSCSI-303 0 %
VLAN ID: 303

» VMkernel Ports (1)
Virtual Machines (0)

Mgmt 1)
VLAN ID: —

> VMkernel Ports (1)
» Virtual Machines (2)

Prod-301 0 o
VLAN ID: 301

¥ Virtual Machines (1)

VCF-Imaging FOHD

Synergy-iSCSI ﬁ
VLAN ID: 2000
» Virtual Machines (1)

vMotion-304 0 %

VLANM 1D: 304

= VMkernel Ports (1)
Virtual Machines (0)
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Deploying the VMware Cloud Foundation Imaging Appliance

Deploying the VMware Imaging Appliance (VIA) VM. Deploy the VMware OVF in the port group backed by the VLAN to be used for PXE-
based Imaging which was configured on the HPE Synergy OneView and the network switch in the Configuring VL ANs on network switch section.
Follow the steps in the “VMware Cloud Foundation VIA User Guide”, 2.3.1 version pages 34-36.

Enabling EMS Mode on the VIA Appliance

By Default, the VIA Imaging appliance is configured to deploy an entire rack worth of infrastructure, including Top-of-Rack switches. In a HPE
Synergy based deployment, the Top-of-Rack-Switch deployment options are not required. VIA has a hidden option to bypass all switch
configuration and use externally managed switches called “EMS Deployment.” For Synergy deployments, once the Imaging Appliance VM has
been deployed, it is necessary to enable the “EMS Deployment” option.

To enable the EMS Deployment Option, perform the following steps.
1. Open a VMware console to the VIA Imaging Appliance.
2. Alt-F2 to get to a CLI Prompf.
3. Login as root Password root123
4. Edit the file /opt/vmware/evorack-imaging/config/via.properties
5. Append via.enable.ems=true to the end of this file and save.
6. Stop the VIA services by issuing service via-service stop.
7. Wait a few moments, then restart the services by issuing service via-service start
Note: Ignore the “No Networking Detected” warnings on the VIA Imaging Host’s console. This is normal.

Deploying the Windows Jump VM

Depending on which method used to deploy and stand up Cloud Foundation, it may be convenient to deploy a utility VM fo assist with running
the VIA Imaging Appliance and the first-time bring up wizard of VMWare Cloud Foundation. In the lab in which this guide was built, the build
network (VLAN 301) also has a routed IP network associated with it (10.16.231/24). The VIA appliance, however, deploys with a pre-configured
address of 192.168.100.2, and will leverage the 192.168.100.0/24 address scheme throughout the deployment process.

By going into the “Advanced TCP/IP Settings” of the Jump VM, we can set a secondary IP address in the 192.168.100.0/24 network on the same
interface. A secondary IP address on the “192.168.100” network that the VCF Imaging Host uses is easily configured in the Advanced TCP/IP
menu of the VM's NIC properties.
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| Advanced TCP/IP Settings

IP Settings  DNS WINS

IP addresses

IP address

10.16.231.2
192.168.100.151

Subnet mask

255.255,255.0
255.255,255.0
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Add... Edit... Remave
Default gateways:
Gateway Metric
10.16,231.1 Automatic
Add... Edit... Remave
Automatic mefric

Cancel

Note: In order to avoid IP address conflicts during the imaging and initial bring-up phase, please use an IP address in the 192.168.100.151-199
range. Once the IP address is set, and launch a browser session and navigate to http://192.168.100.2:8080/via/

1. From the vCenter console, mount the VCF Bundle directly to the VIA Imaging Appliance VM.
2. Go back to the web session established and "refresh” under core bundle and validate that it sees the CD mount.

3. Browse / select the appropriate MD5SUM for the bundle.
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Inventory

Uplaad Bundie
e Lncason
Busrnalle Hurils
TRl F i MEDSSUM ol @

5. Press "upload bundle" - watch the bundle upload. It will take 15-45 minutes for it to finish.
6. Wait for it to finish before going to the next steps.

7. Once the upload finishes, click "Activate Bundle" Wait for it to show "activated"

Configuring VCF Imaging Server
Uploading the HPE Custom ISO
The steps in this section follow along with the “VMware Cloud Foundation VIA User Guide”, 2.2 version pages 40-48.

1. Upload the latest HP custom ESXi image that is current with VMware requirements.

a.  Obtain the compatible HPE ESxi Custom Image to be used that is supported by VCF and HPE Synergy

b. If a current driver exists that is required but not in current HPE ISO then upload driver to VIA after current ISO.

2. Switch to the "Modify ISO" tab in the VIA browser session.
3. Select Vendor "HP" from vendor pull down.

4. Browse fo current HPE custom ISO.

5. Addin the MD5 sum.

6. Upload ISO.

Page 30
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10.

Imaging Inventory

History

Yendor Hame HP -

Avakable (508 =
= - Hamas Source  Acthve
Wibware-Wibdsor-instaBer-201T10001-6 765664 xB56_54 iso Bundis -

Salect IS0 10 Add Vidwara-ESX-6 5 0-Update1-6765564-HPE-E50 UM 10 1 5. 26-Cx2017 isa

MDS Checksum fe THS5cIcedn 2685 ca balabiS6 080 T8

Chacksum Type MDE = SHA -

For any additional VIBs such as updated storage drivers upload them in the same menu above.

Important: Mark the new Uploaded HPE ISO as "active" in this screen, or servers will not find a NIC when they PXE boot.

a.  Go back to main bundle and then back to "ISOs" and make sure it is still marked as ACTIVE. (Imaging App is
sensitive)

After uploading the HPE media and marking it active, switch to the Imaging tab. Under the imaging tab change the
imaging type to be “VMWARE CLOUD FOUNDATION EMS DEPLOYMENT"
a. Change the vendor to HP and click the "gear" icon to display the “Update Properties for Next Run” screen
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ES¥l SERVER
MNumber: |4 ;‘
(1. Vendor HP v | Model: any v | 1P 192 168.100.50 MAC Optional
‘2 wendor Hp v | Model: any v | P 18216010051 MAC: optional
13, Vendor HP v | Model: any v [P 192 168.100.52 MAC Optional

b.  If using local "boot media" you have to add or replace for the proper media driver in this screen.
i. NOTE: For Gen10 and the P416i, the driver is “smartpgi”
ii. Gen 9 compute modules using the P542 will use “nhpsa”. The example below is for a Gen9.

Update properties for Next Run

TFTP

..l'.... :'\'\.-:I..' i L8 o ) ' .\-\.1-\. HP

iscoVD Hypervisor ahci vimw ahai Viheare ush, nhpsd®

c.  Select how many servers that will be imaged in this run.



Technical white paper Page 32

d.  Select “start imaging” — wait about 30-40 seconds for all imaging services to start in the background

11. Power on ESXi servers and watch boot via ILO remote console. They should go into PXE booting. The first server to power on will be
the "core" server and the customer should wait 30 seconds before powering on additional servers.

12. Once all servers are booting / deploying, switch back to the VIA Browser session -- the customer should see all servers in progress. For
imaging detail on a specific server, click one of the boxes corresponding to the server.

VCF-Jump - VMware Remote Console == =N
vMRC ~ | Il » D * L]

[ Vhware Imaging Apgl * (=] (=} = |
Lo C | @D 192.168.100.2 siafima. -ht o

Bundle Inventory History

[ Details o Imaging
Name : VCF Deploy Desc
Run ID- 2 Rack ID - 5aBBccibibe5cE3149cdochs
Rack Type . PRIMARY Bundle: vel-bundle-2.3 0-7574964
PRIMARY £5) STAVER ESXi SERvR 51 SEAVER CER SEAVER
1R b 400 80 = - (- LT = 0108 10053 1 A2 e $00 43 i

13. After all servers complete the initial imaging process, the screen will automatically refresh and run through various post-imaging
verification tests.

z \CF-Jum - Viwcara Remote Corsole [=Tel]

-]
2
*

PRIMARY ESXI 192 168 100 50 Import All Devices - m
SERVER Carificate

PRIMARY ESX] 102 168, 10050 Import $5H Public Keys o @
SERVER

PRIMARY ESXI 192,168 100.50 Copy PRM manifest e

SERVER

PRIMARY ESXI 192 168 10050 Prepare and copy rack - 4

SERVER imaging detais

PRIMARY ESXI 192 168 100 50 S00DC Manager Ru.um'ng...

SERVER Controller VM shutdown

PRIMARY ESXI 192 168.100.50 Create SDDC Manager SCHEDULED
SERVER Contraller VI snapshet S
PRIMARY ESX] 192.168.100.50 Power on SDDC SCHEDULED @
SERVER Manager Controller VM

14. Once all servers are fully imaged, and all validation has been performed then check with the following screen.
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VCF-Jump - VMware Remote Console | =0 =

WMRC » | BB v o KL >0 .!h
[ VMware Imagng Agpbe X ) - a8 x
-~ O (D 192.165.1002 T Q o i

Inventory 005 About

Contralier VM snapshat

PRIMARY ESXI SERVER  192.166.100.50 Impert All Devicas Canificats =¥ =

PRIMARY ESXI SERVER 192 168.100.50 Impen S5H Public Keys o =

PRIMARY ESXI SERVER  192.166.100.50 Copy PRM manifest o =

PRIMARY ESXI SERVER 192 168 100 50 Propare and copy rack o [ stcaun |
imaging datails

PRIMARY E5XI SERVER 192 160.100.50 5DDC Manager Controfler - " m
VM shutdown

PRIMARY E51 STRVER 197 163 10050 Craate SDOC Manages w4 =

PRIMARY ESXI SERVER  192.168.100.50 Power on S00C Manager \_./.
Cantrabiar VM

Click here to visit SPOC Manasger Dringup LI

15. Choose complete, or alternatively, click the link to continue to the SDDC Manager Bring Up Ul.

Initializing VMware SDDC Manager
Before You Begin

1. VCF relies heavily on DNS and runs its own DNS server. Please have administrative access to DNS and be prepared to create a DNS
Delegation to the VCF sub-domain.

2. For VLAN and IP Scheme used in the PoC, refer to the “Network Switch Configuration” section of this document.

3. Before starting VI WLD deployment the administrator will need an extra VLAN/subnet for the vSAN which needs to be configured on
the vSAN networking screen during VI WLD deployment configuration. If the default vSAN VLAN is used then deployment will fail.

VCF Bring-up Steps

Logging into the SDDC Manager BringUp Ul
1. 1 .Login to the BringUP Ul using the credentials administrator@vsphere.local and password of “vmware1234”



mailto:administrator@vsphere.local

Technical white paper

" VCF-Jump - VMware Remote Console == -
»3 Lo
VMware Cloud Foundati: X e - x
192.168.100.40:8008/lagin *

VMware®
Cloud Foundation™

administrator@vsphere local

2. The BringUP Ul will first discover the installed components and then prompt to move to the next steps.

VCF-lump - Viware Remote Consols =12

VMRC = - &3 =1 .- |

wvm Cloud Foundation ™ administr; phere local

Welcome to VMware Cloud Foundation

Rack Discovery
Set System Date and Time
Power On System Validation

Host Selection

SDDC Bring-up

CONTINUE

3. Set the system date and time

4. Time will be synchronized across all components
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WLE-JUmp - VMwane Kemote Lonsole (Rt )
VMRC | I - (- | B
Vhbare Wi Aok 32 " e - o x
& C A nNotsecurs | b B.100.40: "

Setting Time on Components of the SDDC

Companent Status

2 Completed

SERVER (4)
o
RNz
RiN3
SDOCMANAGER (1) () Completed
SDOCMANAGER @ toct
SwaTrn =

5. After time synchronization, VCF SDDC Manager will validate all the servers are ready to continue with deployment.
a.  If the “power On System Validation” hangs on ToR switch validation. Clear the alerts and retry.

6. Select 4 hosts fo create the Management domain and choose “Continue”. Ignore the warning on “different disk sizes” this error is false.

P VCF-Jump - VMware Remote Console \;li-

o
VMRC ~ - & » 0 T
[1 VMware Imaging Appliar X VMware Cloud Foundati: X e - *
<« C | A Notsecure | hitps;//192.168.100.40: ost-selectio h=¢

Host Selection
RINO is preselected for the management domain by default. Based on the redundancy criteria, select 3 more hosts for the
management domain from the list below
ent disk sizes selected. VSAN performance may be impacted. For more information refer to vSAN design and sizing
Selected hosts: RINO, RINI, RIN2, RIN3
Host ID Server Processor Memory Total Disks Port
Storage
RINO HP Synergy 2 x12 Core intel Intel(R) Xeon(R) 96 GB 1620 GB 185D, 5 wvmnicO
480 Gen9 CPU E5-2690 v3 @ 2.60GHz HDD
RINT HP Synergy 2 x 12 Core intel Intel(R) Xeon(R) 96 GB 1620 GB 1SSD, 5 vmnico
480 Gen9 CPU E5-2690 v3 @ 2.60GHz HDD
4 Total Hosts Available: 4

7. Begin deployment and Agree to the EULA
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Begin deployment of the SDDC

START DEPLOYMENT

8. Choose to Opt-in to VMware’s Customer Experience Program (CEIP).

Q. Create a new super-user account (It can’t be “administrator”). For this example, the username is “super-user”.

G VCF-Jump - VMware Remote Console == -
VMRC ~ | Il ~ do T » 3 T
[3 WMware Imaging Applia' X/ VMuware Cloud Foundati: X e *

& C' | A Notsecure | kitps)//192.168.100.40:

CEP
SDDC Manager Super User @

Super User

Specify the SDDC Manager super user account
Rack Details

_ User Name super-user
Management Network

Password

& vMotion Network

Confirm Password

VSAN Network

WVXLAN Network

9 Data Center Network

10 Data Center Uplink

1 Review CANCEL BACK NEXT
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10. Enter the Rack Details specific to the customer environment.

! VCF-Jump - VMware Remote Console =0 -

VMRC ~ | Il ~ & L1 » o w5
[3 VMwere Imaging Appliar X / VMware Cloud Foundati: X e - X

& C | A Notsecure | hitps//192.168.100.40:8

CEIP
Rack Details @
Super User
Physical Rack Name Synergy03

Rack Details
Company Name HPE

5 Management Network
Company Department DCA-LABS

vMotion Network Roat DNS Demain synergylocal

VSAN Network VMware Cloud Foundation Sub-

vef.synergylocal
Domain ynergy

WVXLAN Network S50 Domain wsphere.local

9 Data Center Network VMware Cloud Foundation
- ! License Key

10 Data Center Uplink

11 Review CANCEL BACK NEXT

11. Enter the management network VLAN and IP network information.
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12.
o VCF-Jump - VMware Remote Console == -
VMRC = | Il + & T >3 =
[} VMware Imaging Appliz= X /  VMware Cloud Foundati: X e - X

&« C' | A Notsecure | https//192.168.100.40

w/bringup-

CEIP

Management Network @
Super User

Specify management network information. Supported VLAN range is 24-3967. VLAN IDs
Rack Details specified here are pre-configured on the physical switch infrastructure

Management Network VLAN 1D 302

vMotion Network Subnet 10.16.232.0

VSAN Network Subnet Mask 255.255.255.0

VXLAN Network Gateway 1016.2321

Data Center Network Primary DNS Forwarder 10.16.230.2

10 Data Center Uplink Secondary DNS Forwarder

11 Review CANCEL BACK ‘ NEXT

13. Enter the information for the internal vMotion network

Zi VCF-Jump - VMware Remote Consale
VMRC ~ =

[ WMware Imaging Aplie: X ) VMware Cloud Foundati X e - X

< C | A Notsecure | https//192.168.100.40:

w/bringup-w

CEIP
vMotion Network @
Super User

Specify the system’s vMotion network settings. If you selected to use default settings, review
Rack Details the defaults and then proceed

Management Network VLAN ID 304

vMotion Network Subnet 10.16.234.0

VSAN Network Subnet Mask 255.255.255.0

WXLAN Network Gateway 10.16.234.1

Data Center Network

Exclude IP Address Ranges (Optional)

Data Center Uplink

1 Review CANCEL BACK | NEXT

14. Enter the vSAN network information
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15.

16.

A

VMRC ~

A==
[ VMware Imaging Appliz- X

< C | A Notsecure | hitps//192.168.100.40

CEIP
Super User
Rack Details
5 Management Network

6 vMotion Network

VSAN Network

VXLAN Network

Data Center Network

10 Data Center Uplink

11 Review

VMware Cloud Foundat

VCF-Jump - VMware Remote Console

x a —

VSAN Network @

Specify the system’s Virtual SAN network settings. If you selected to use default settings,
review the defaults and then proceed to the next step

VLANID 2000

Subnet 17216.20.0

Subnet Mask 255.255.255.0

Gateway 17216.201

Exclude IP Address Ranges (Optional)

CANCEL NEXT

Entfer the VXLAN transport network information

o

VMRC -

A==

[ VMware Imaging Apglia % /  VMware Cloud Foundat

& C' | A Notsecure | hitps://192.168.100.40:8

CEIP

Super User

Rack Details
Management Network
vMotion Network

VSAN Network

VXLAN Network

Data Center Network

10 Data Center Uplink

11 Review

x

VCF-Jump - VMware Remote Console

VXLAN Network @

Specify the system’s VXLAN network settings. If you selected to use default settings, review
the defaults and then proceed to the next step

VLANID

Subnet 10.16.235.0

Subnet Mask 255.255.255.0

Gateway 10.16.235.1

Exclude IP Address Ranges (Optional)

CANCEL BACK | NEXT
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Enter the network information for the Datacenter Network. The Datacenter network is used for access to the Workload Domain and it

needs to be routed also.
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A VCF-Jump - VMware Remote Console =18 -
VMRC v | Il »+ & I » 3 T
[8 VMware Imaging Appliz- X / VMware Cloud Foundati X e - *

< C' | A Notsecure | hitps://192.168.100.40:2

2 CEP
Data Center Network @
3 Super User
Specify the settings to use to connect the system to your corporate network. Because these
Rack Details settings will not be validated until later in the configuration process, please ensure the accuracy
of the values you enter before continuing
5 Management Network

VLANID 300

6 vMotion Network

Subnet 10.16.230.0

VSAN Network
Subnet Mask 255255.255.0

VXLAN Network

Gateway 10.16.2301

Data Center Network

Data Center Uplink Evelide ID Addrace Danmac (Aintinnall

11 Review

o € |m M) = 9

17. At the Datacenter Uplink screen, select an uplink type of “L2” — and put in “uplink port” value between 43 and 46. These settings are
not used in Synergy deployments, but values must be inserted to move past this screen.

ar VCF-Jump - VMware Remote Console == -
VMRC ~ | Il + &B T » (M &
[} VMware Imaging Appliar X VMuware Cloud Foundati. X e - X

&« C | A Notsecure | hetps)//192.168.100.40:

CEIP
Data Center Uplink @

Super User

Specify data center uplink details. Uplink will be enabled for management and data center
Rack Details networks provided in previous tabs

5 T W
Management Network Uplink Type L

vMotion Network
Uplink LAG Enable Uplink LAG ()

Ieanlevark Uplink Ports 13

VXLAN Network Uplink Spead

Data Center Network

10 Data Center Uplink

18. After selecting “Finish,” the SDDC BringUp process will begin and will take some time to complete.
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19.

20.

21.

Tasks

Preconfigure Hosts

Time Synchronization

VCF-Jump - VMware Remaote Console

YMRE - | B =
Vhiware Imaging App . VMware Cloud Foundati %
<« | A Mot secu Wit/ 192.168.100.40.

) In-Progress

Create NonRoutable Port Group &) Success
Migrate VMs to NonRoutable Port Group In-Progress
Create VM Port Group =) Mot st

) Success

] (=] .4

The entire deployment will take roughly 2 hours.

C components are being dep!

A
VMRC ~ R i |
[ VMware Imaging Appliar X
< C | A Not Attps://192.168.100.40:58

VCF-Jump - YMware Remote Console

VMware Cloud Foundati: X =]

loyed and configured

ieployment tasks col

mpleted successfully. You may proceed to the SDDC manager dashboard here: SDDC Manager x

Tasks

121 tasks completed
Tasks
Authorize SDDCAdmins Group
Backup Initial Host State
Backup State and Bootbank

Backup State of Hosts

+ DOWNLOAD & PRINT
Status
Status

() Success

(&) Success

(@ Success

(@) Success

SEE IP ALLOCATION

Upon completion, check the “See IP Allocation” and record the value for the SDDC Manager VM.
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oA VCF-Jump - VMware Remote Caonsole == -
VMRC ~ - &g L= o
[ VMware Imaging Applizr X VMware Cloud Foundat- X Privacy error x (=] - X
< C | A Notsecurs | https//192.168.100.40:3 ew/bringup-pages/ip-allocation LS

vm Cloud Foundation ™ administrator@vsphere_local (3

SDDC Components IP Allocation

Displays IP add|

r the VMs deployed for SDDC Manager, vCenter Server, Platform Services Controller, NSX, and vRealize Log

nsight so

@ Configure DNS delegation. Click Help for more information

Components

Component DNS Name IP Address
SDDC_MANAGER sddc-manager-contraller vct synergylocal 10.16.232.103
MANAGEMENT_SWITCH 150 10.16.232.109

TOR, st 10.16.232.11C
TOR_SWITCH ris2 101623211
VCENTER 10.16.232.112
PsSC psc-1.vcf.synergy.local 10.16.232.121

Configure DNS Delegation
For quick validation the DNS server of the jump vm or the laptop from where the SDDC manager will be accessed from, can be updated to point
to the SDDC Manager Conftroller vm.
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SDDC Manager uses Unbound (a DNS server software) for name resolution during the Cloud Foundation bring-up. The customer must now
configure the corporate DNS server to delegate zone conftrol for the Cloud Foundation domain to SDDC Manager.

For example, if the corporate domain is synergy.local, and the Cloud Foundation Sub Domain is subdomain.synergy.local, the corporate DNS
server must be configured fo delegate control of subdomain.synergy.local to SDDC Manager.

1

2.

Install DNS on your server by adding a new role through Server Manager and selecting DNS.
Ensure that your jump server uses the local DNS for name resolution.

Configure the primary zone (vmware.corp) as a zone managed by Windows DNS.

Right-click the zone and select New Delegation.

Enter the name of the sub-domain (subdomain in our example).

In the Server fully qualified domain name (FQDN) field, type the IP address of SDDC Manager and click Resolve.

Click OK.

The new zone appears as a delegated zone under your primary domain.
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i—, [ENS Mame
v B D_U :-zl_msdcs
v || Forward Lockup Zones = .
.| _msdes.synergy.local j_mtes
i || Dtep —
R : MNew Delegation Wizard X
“| Revers Update Server Data File
| Trust P Reload Delegated Domain Name
_| Condit MNew Host (A or AAAA)... Authority for the DNS domain you supply will be delegated to a different zone. ’
New Alias (CNAME]... ~
Mew Mail Exchanger (MX]... Spedify the name of the DNS domain you want to delegate.
New Domain... Delegated domain:
MNew Delegation... |vcﬂ
Other New Records...
DINSSEC 5 Fully qualified domain name (FQDN):
| vcf.synergy.local
All Tasks »
View »
Delete
Refresh
Export List...
Properties
Mew Mame Server Record b4

Enter the name of a DNS server that is authoritative for this zone,

Server fully qualified domain name (FQDM):

| sddc-manager-controller. vef. synergy.local | Resolve

IP Addresses of this NS record:

IP Address Validated Delete
[ 10.16.232.103
Up
Down

Cancel
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MNew Delegation Wizard

Completing the Mew Delegation Wizard

-ll

‘You have successfully completed the New Delegation
Wizard.

A i |
%

You spedified the following settings:

MName:  wcf.synergy.local

To dose this wizard and create the delegation, dick Finish.

< Back Cancel

Q. Test a ping to the platform services controller VM.

with 3

r from °
r from
r from

ati for 16.
t =4, v 4, Lost =
nd tri imes in milli-
= 8ms, Maximum =

10. Once DNS Delegation tasks are complete go back to the BringUP Ul and clock “Proceed to Dashboard”



Technical white paper

Vmwa re SDDC Manager

Dashboard

Domain

CPU MEMORY

UsED
ALLOCATED
TOTAL

usED 1465.9¢
ALLOCATED
TOTAL

ADD WORKLOAD DOMAIN

VIEW DETAILS 5

WVIEW DETAILS >

STORAGE
19.616% I
o 545718
usED 1070 TE
ALLOCATED 5457 TB
TOTAL C457 7B

The VCF Management Domain is now deployed.

At this point, additional servers can be imaged, if they were not imaged previously.

Page 46

NOTE: To image additional servers, go back to the “VIA ", choose “individual deployment”, do not select primary esxi host, and select the number

of servers then continue in a similar fashion to the first servers that were imaged.

Importing additional imaged hosts to VCF’s inventory

If additional hosts were imaged separately, it is important, post-imaging, to save the “manifest” and import it into VCF.

Following a successful image run of additional nodes, navigate to the “Inventory” tab in the VIA Imager.

1. Choose “Download Manifest” and save the downloaded *tgz file.
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VMRC ~ L= |

Run ID: 2

Select Run ID:

VMware Imaging Appliar X
EITEjerEs)

Bundle

Name : VCF Workload Domain

ESKISERVER

& C | © 192.168.100.2:8080,via/viamanifest.htm|

2 WCF Workioad Domain

Status: POST IMAGING PHASE RUNNING

9

VCF-Jump - YMware Remote Console M

NS
e - b4
Q ¥

¥ | Download Manifest

Desc
Rack ID : 535d0b8abTb1905 1 Bcedi3ocs

Bundle in 2.2.0-76637856

ESXI SERVER ESKISERVER

— Py o P —

2. Inthe SDDC Manager Controller Ul, navigate to “Settings” and then “Add Host".
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SETTINGS

3.

LOGGING ADDRACK ADD HOST VREALIZE = CONFIGURATION BACKUP

Additional Host

Physical Rack Name Select the Rack to add Host »

Upload Manifest File @

4

5.

Choose the appropriate Physical rack, browse to the TGZ file saved in the previous step and choose “add host”.

The screen will pause for a moment on “Host Discovery” and when prompted, choose “Continue”.
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Add Host

Secondary Bringup Workflow Status

® Host Discovery
Host Bringup

CONTINUE

6. The Host Bring Up will now begin and the progress can be monitored.

ADD HOST BRINGUP STATUS

Y] pownioan BRI PRINT

Host Bringup is In-Progress EXPAND ALL b
Update Physical Inventory @® InPrograss ¥
Change Private IP on Hosts Not Started 9
Generate SSL Certificate on Host Not Started
Configure Host DNS and NTP Not Started $
Determine the software version on the ESXi host Not Started @
Configure SDDC Manager Security Not Started $
Not available Not Started $
Configure Lifecycle Management Repository Not Started
Save Inventory Not Started $
Backup State and Bootbank Not Started $

7. Once the discovery finishes, return to the Dashboard and the additional hosts will be available.
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Dashbosrd
Physical Resources VIEW DETAILS >

Domain

@ Workload Domains VIEW DETAILS >

Adding a Workload Domain to VCF

1. Click the Add Workload Domain button.
2. Choose the appropriate type of Workload Domain (VDI or VD.

a.  NOTE: In this example, it is a “Virtual Infrastructure” workload domain.

VI Configuration

Vinual infrastructure- Name Virtual Infrastructure Usage Name

Organization Name Organization Name(optional)

3. Choose the Workload Configuration appropriate to your needs. Note: Do not choose “Use all Default Networks” during this wizard.
Leave this button blank.
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WORKLOAD

—H@

Workload Configuration

ant th

ilability you

system to apply to the Vi

It network configt

NORMAL HIGH

Availability @

BACK CANCEL USE ALL DEFAULT NETWORKS L| “

4. Select available imaged hosts to use in this workload domain. (Minimum of 3 required)

Host Selection

Calculated vSAN FTT=0.. A host failure with current configuration will lead to data loss. Increasing availability will solve this

Hosts with different memeory size selected.. HA failover between hosts may be impacted. For more information on HA constraints
refer to product documentation

Hosts with different CPU types selected.. vMotion between hosts may not work as Enhanced vMotion(EVC) is not enabled. For
enabling EVC manually please refer to product documentation.

Hosts with different disk sizes selected_ vSAN performance may be impacted. For more information refer to vSAN design and

sizing documentation.

116 CORES, Memory - 704 GB, Disk - 6.48 TB, CPU - 274.404 GHZ

CLEAR CUSTOM FILTERS CLEAR SELECTIONS

Host search for hosts search for processor | an v |

#l RINS vmnicO  HP Synergy 480 .. 96 intel Intel(R) Xeon(R)... 1620 1xHP LOGICAL V..  HYERID
unknown

¥l RING vmnicO  HP Synergy 480 . 96 intel Intel(R) Xeon(R). 1620 xHP MOD200JE HYBRID
unknown

# RIN7 vmnicO  HP Synergy 480 .. 256 intel Intel(R) Xeon(R)... 1620 1xHP MOD200JE.. HYBRID
unknown

¥ RINS vmnicO  HP Synergy 480 .. 256 intel Intel(R) Xeon(R)... 1620 xHP MOO200JE.. HYERID
unknown

5. For the next several screens, review the Management, vMotion, vXLAN VLAN and IP address items. For all networks except for the
vSAN network, an indidivual “use defaults” button can be selected. For vSAN, however, it's important to use a discrete vSAN VLAN ID
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per workload domain. If this is a new VLAN ID, it will be necessary to switch to the Synergy Composer and verify that the VLAN ID is
included in the Network Set on the profiles. If it is noft, it can be added at this time.

Management Configuration

Subnet Mask @

Gateway @

255.255.255.0

10.16.230.1

VLANID @ 302
Subnet @ 10 16 232 0
255 255 255 0
Subnet Mask @
Gateway @ 10 16 232
DNS @ 10 16 232 103
Secondary DNS @ XXX XXX XXX XXX
NTP @
START IP ADDRESS
XXX XXX XXX XXX
Exclude IP Address Ranges @
END IP ADDRESS
XXX XXX XXX XXX
CLICK TO ADD
VI Configuration
NETWORK
® # & 3 |
Data Center Connections
ntil late
Data Center Network € |PUBLIC
Configuration Name @ PUBLIC
VLANID @ 300
Subnet @ 10.16.230.0
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6. Select the datacenter network “Public” from the drop-down menu. This was created during the initial bringup. If a new network is
needed, first provision that on OneView before creating it on SDDC Manager.

7. Review the configuration and choose finish.

V| Configuration

REVIEW

LL] DOWNLOAD a PRINT

Configuration Review
General

VIRTUAL
INFRASTRUCTURE ORGANIZATION NAME cPu MEMORY STORAGE
NAME

VCF-Testing01 = 274 4GHz 704GB 453TB

Workload

AVAILABILITY

NONE

8. VCF management and 1 workload domain is now finished and the system can now be consumed.

NOTE: Consumption of and use cases for VCF are out of scope for this paper. The intended purpose is to get the customer started on their
installation and first initialization of VCF and HPE Synergy. Consult VMware services for further help with VMware Virtual Cloud Foundation.
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Troubleshooting

Issue 1: UEFI Boot does not start PXE Installation
Resolution: Use Legacy Boot Mode

Use Legacy Boot Mode on OneView Service Profile. UEFI is not validated with VCF at the moment. This is described in the “Configuring HPE
OneView Server Profile Templates” section of this document.

Issue 2: VRM Error: SSD in use - 4 of 6, pending 172.21.0.33, 172.21.0.33:DISK:naa.600508b1001¢232022fe5c6f3af6d1a8
Resolution: Possible Sever Profile storage configuration inconsistency

- C A e ##rE//192.168.100.40: = -

VIMWAlE€ sobc Manager

Y]

<« CONFIGURING :41% COMPLETED

NAME STATUS:

DESCRIPTION:

COMPONENT:

Ensure all Server Profile have identical Storage configuration.

Issue 3: vSAN Datastore configuration fails and vSAN Datastore capacity displayed is 0GB even though devices are present on the
P416mi-e Controller.
Resolution: This issue may occur if the disks were previously used for another vSAN configuration or metadata exists such as prior RAID.

1. If the ESXi Server can list all the devices on the Storage Adapter for P416mi-e Controller, it is possible that the disks were used by
some other VSAN installation. This requires cleanup of the disks.

2. Toclean up the disks run login to the ESXi Server using SSH and run the following commands.

# List all devices and note their device name. Note: Ensure that the local boot disk must not be wiped or ESXi installation will be
lost
esxcfg-mpath -L (Sample output below)

[Toot@rack-1-n4:~] esxcfg-mpath -L
:TO:L1 -iv .600508b1001c2ad4ea24dd0d0a5e3187a vmhbal
tTO:L1 7 .600508b1001c2eed7ab84edS48eaBc2c vmhbal
TO:L2 : —iv .600508b1001c090e0eff971e58£1F710 vmhbal

.5001438037642fb0
act =.500143803755bad
active 500143803755bach
acti ] 3. 500143803755bacO

500143803755bacO
5.500143803755bach

ITO:L3 iv 60050801001 cheac0B85875a5a8770220 vmhbal

tTO:L4 7 .&00508b1001c0656TbB8ec028912%a85b vmmhbal

tTO:LS H tiv L.600508b1001c760dal3c96E£3f4721cad vmhbal
[Toot@rack-1-n4:-

ol WK P

# Delete all partition in the D3940 Disk Drive
forlin123456789,;dopartedUtil /dev/disks/ naa.600508b1001c760da13c96f3f4721ca9 Si: done

#Rescan all storage adapter
esxcfg-rescan -A
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Issue 4: SDDC Manager Initial Setup fails to bring up the vSAN Cluster successfully
Resolution: Occurs if one of the host is unable to claim disks and create diskgroup in automatic mode.

1

2.

3.

4.

Page 54

Perform steps in "Issue 3: vSAN Datastore configuration may fail. vSAN Datastore capacity displayed is OGB even though devices are

present on the P542D Controller" to clean up the vSAN Disks.

Disable Automatic Claim on the vSAN Cluster.

@ vRack-Cluster - Edit Virtual SAN Settings

[V Turn ON Virtual SAN
Add disks to storage [utomatic |~ |

All empty disks on the included hosts will be
automatically claimed by Virtual SAN.

Remote disks will not be claimed in Autom atic
mode.

Deduplication and compression Disabled .

Alow Reduced Redundancy @

Changes require a rolling reformat of all disks
in the VSAN cluster. Depending on the amount

Ay of data stored, this might take a long time.
Enabling this feature would lead to some
periormance degradation.

OK Cancel

Select host which does not have enough disks. Click on add disks SSD and HDD. vSAN will automatically add the disks in the

appropriate Tier.

@vRack-Clus{er Actions -

Getting Started  Summary  Monitor | Manage | Related Objects

il
|<

| Settings ‘ Scheduled Tasks ‘ Alarm Definitions | Tags

Add dis.h;

manual

Permissions |

“

+ Services A = @- —-=za
Disk Group
~ [ 17221025

8 Disk group (020001000060050801001c9709023561775804...
General -~ [ 17221026

Disk Management Disk group (0200010000600508b1001c68365b34a59a28da

Fault Domains & Stretched - E 172.21.0.27

vSphere DRS
vSphere HA
w Virtual SAN

Cluster Disk group (020001000060050801001c1f34ae0a7dd07 3 11e...
Health and Performance - g 172.21.0.28
+ Configuration Disk group (0200050000800508b1001c87010af2216de90c9.
General
.
Licensing n
VMware EVC

VM/Host Groups 172.21.0.25: Disks

VM/Host Rules

VM Overrides Mame
Host Options & Local HP Disk (naa 500508b1001c9709d2315617580aa2e)
Profiles 3 Local HP Disk (naa 600508b1001c8b31d4706b2003b31845)

& Local HF Dick (naa.600508b1001cd2e3cel5e915c04e644d)
&= Local HP Disk (naa.600508b1001ccd0fb3b0cbe3010f0b40)
& Local HP Disk (naa.600508b1001c1fa131b02b5b3cac33ic)

Disk G Disks
Q Filter -
Disks in Use State Virtual SAN H... | Type Fault
50f5 Connected Healthy
5 Mounted Healthy Hybrid
50f5 Connected Healthy
5 Moygted Healthy Hybrid
3073 ea\thy
3 oeted Healthy Hybrid
50f5 Connected Healthy
5 Mounted Healthy Hybrid
v
gitems [o~
Show: | In use (5) | - |
Drive Type Disk Tier Capasity Virtual SAN Heslth Status | State
Flash Cache 37258 GB Healthy Mot
HDD Capacity 558.88 GB Healthy Mot
HDD Capacity 558.88 GB Healthy Mot
HDD Capacity 558.88 GB Healthy Mot
HDD Capacity 558.88 GB Healthy Mot
v
Sitems [o~

Re-enable Automatic Mode for the vSAN cluster.
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Issue 6: vCenter “Wait for vSAN” to come up completely
Resolution: This may occur if the ESXi host is unable to detect or mount the disks in a disk group.

Follow the documented steps for Issue 5: SDDC Manager Initial Setup fails to bring up vSAN Cluster successfully.




Technical white paper Page 56

Appendix - Important Links

VMware Documentation

1

2.

VMware VCF Install Files

VMware VCF Imaging Appliance deployment and Install Guide

VMware VCF Bring-Up Guide

VMware vSAN Disk Requirements KB 2106708

HPE Documentation

1

2.

HPE Synergy System (1 Frame) Setup

HPE Synergy with VMware vSAN Best Practices Guide

Learn more at http://www.hpe.com/info/synergy-docs

f Y

Sign up for updates
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